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Abstract

Attention-based networks show cutting-edge performance in medical image segmentation
due to their ability to capture long-range spatial relationships. However, since they do not
have a receptive field like convolutional neural networks (CNNs), they suffer in the modeling
of local features. Images, that are in the frequency domain, might be more suitable for the
attention mechanism. By transforming images into the frequency domain, local features
are represented globally. Moreover, considering the convolution theorem, the attention
operation could intuitively be viewed as a convolution. Due to the properties of MRI
data acquisition, these types of images are particularly suitable. The goal of this work is
to investigate how the choice of the image domain (pixel domain or frequency domain)
affects the segmentation results of deep learning models. Attention-based networks are
in particular focus here. Furthermore, it is to be examined whether additional positional
encoding is necessary when an attention-based network is used and the input images are
in the frequency domain. For the evaluation of these research questions, a skull stripping
task and a brain tissue segmentation task are posed. The attention-based models used
in this work are the PerceiverIO and a Transformer encoder. To provide a comparison to
non-attention-based models, an MLP and the ResMLP are additionally trained and tested.
As a reference and for a better placement, the results will be compared with those of the
nnU-Net. It was experimentally shown that the choice of input and label domain have
significant effects on the segmentation results. Also, additional positional encoding does not
seem to be beneficial for attention-based networks if the input is in the frequency domain.
Even though none of the models used reached the performance of the nnU-Net, the rather
non-complex models showed promising results.
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Chapter 1

Introduction

1.1 Background and Motivation

With the increasing amount and complexity of medical imaging data available within the
healthcare system, Artificial Intelligence (AI) has been increasingly used to process this
data in a reasonable amount of time. In particular, Machine Learning (ML) and Deep
Learning (DL) techniques deliver superior performance in assessing brain-related problems
using image data [Seg+20, p.1].
To generate such data, there are imaging modalities such as computed tomography (CT),
magnetic resonance imaging (MRI), ultrasound, positron emission tomography (PET),
single-photon emission computed tomography (SPECT) or combinations of previously
mentioned such as positron emission tomography–computed tomography (PET-CT), or
positron emission tomography–magnetic resonance imaging (PET-MRI). One of the most
important tasks in medical imaging is segmentation. Medical image segmentation describes
the process of separating selected regions and structures such as specific tissue types from
other structures, and the background. For this purpose, individual pixels or voxels are
classified manually, semi-automatically, or automatically [Rog+09, p.71] [Li+21, p.2].
From the segmented image, relevant information can be extracted, which is crucial for the
diagnosis of diseases but also for the preparation, guidance, and subsequent analysis of
treatments [Seg+20, p.2] [Kap+14, p.79]. For example, DL models are being developed that
determine the volume of a brain tumor and enable therapy response assessment [Gut+23].
Medical image segmentation plays a key role in research in addition to the clinical field.
The analysis of volume and pathological processes by segmentation serve as biomarkers,
and are used for clinical drug or therapy trials [Rog+09, p.113].
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2 CHAPTER 1. INTRODUCTION

With the success of the Transformer model [Vas+17] and later the Vision Transformer [Dos+20],
which was further developed for image processing, the attention mechanism became in-
creasingly successful in the domain of DL. Today, attention-based networks outperform
previous architectures in vision tasks such as image classification, object detection, or
semantic segmentation [Str+21] [Li+22] [Rya+23]. Various attention-based models are also
being developed in the area of medical vision tasks, which also deliver state-of-the-art
performance [Lin+22] [Hat+22] [Cao+23]. With the attention mechanism, models have an
excellent way to represent long-range dependencies within the input. Based on the recent
development of architectures, this is shown to be beneficial in vision tasks and an advantage
over the convolution operations that were prevalent in the past [Zha+22, p.1-2]. However,
the Transformer attention mechanism also has weaknesses. Without modifications, it is not
applicable to large-scale inputs, since its complexity is quadratic to the number of input
values [Vas+17, p.6].
Furthermore, a larger amount of data is required to reach a similar performance as con-
volutional neural networks (CNNs). This is most likely because Vision Transformers do
not have inductive biases like local receptive fields or shared weights which support feature
learning from images. For pixel data, the resulting explicit relating of neighboring pixels,
which are usually strongly correlated and the translation in-variance are desirable [Wu+21,
p.1-2].
Another effect of not having a receptive field is that all input values are used to calculate
attention. This means each value is related to the others. This is beneficial for global
feature extraction, but disruptive for capturing local features [Che+21, p.2].
This work aims to turn what initially appear to be weaknesses of attention-based models
into strengths. By using image data in the frequency domain instead of the time or pixel
domain, local features are spread over the entire input. Local problems like segmentation
tasks become global problems which makes the task unnecessarily difficult at first glance.
However, for a Transformer-based architecture, the problem could become much more
suitable. The absence of the mentioned inductive distortions is also not a problem in the
frequency domain but is even necessary. Since there is usually no correlation between
adjacent values in the frequency domain, such properties would be misleading. Also, the
concept of translation in-variance only makes sense in pixel images.
On top of that, an additional positional encoding of the input, which is usually necessary for
attention operations, might not be needed if the input is in the frequency domain. Such an
observation has already been made for natural language processing (NLP) tasks [Lee+22].
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MR scan data is perfectly suited for this approach, as it is already in the frequency domain
(called k-space) due to its acquisition characteristics. For this reason, the object of this
work is to investigate attention-based models that perform segmentation tasks using k-space
data from MRI scans.

1.2 Research Objectives

The goal of this work is to find out to what extent the domain of the input values has
an influence on DL-based segmentation models. Of particular interest here are attention-
based models, as they could benefit from input data in the frequency domain due to their
properties. The advantages and disadvantages of transforming input images or volumes into
the frequency domain have to be identified. Of central importance here is the segmentation
result. Segmentation success is to be measured using common metrics (such as the Dice
score). There will also be a qualitative look at the segmentation, highlighting eventual
patterns in the nature of the segmentation depending on the input domain. For a closer
look at attention-based models, the PerceiverIO model [Jae+22] and a custom Transformer
encoder model are used. The latter is the fundamental component of the successful BERT
model [Dev+19]. Using these two models, the aim is also to check whether the input, if it is
in the frequency domain, needs to be additionally contacted with a positional encoding.
Two non-attention-based models are also used to obtain meaningful results regarding the
selection of the input domain. More specifically, an multi-layer perceptron (MLP) and the
ResMLP model [Tou+21]. The MLP acts as a proof-of-concept model. Then, to further
frame the results, the nnU-Net [Ise+21] as a leading-edge model will perform the same
segmentation tasks in the pixel domain.
The entire research questions are to be examined based on reconstructed MR images. Since
MRI data is already generated in the frequency domain (k-space) anyway due to the way
MRI scanners work, this data source is particularly suitable for this work. Two brain
segmentation problems are used as tasks for the models: skull stripping and brain tissue
segmentation.

1.3 Scope

To meet the research objectives, all experiments are evaluated regarding the segmentation
results. Therefore, several objective metrics were used. There are no measurements
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regarding the complexity, CPU usage, GPU usage, or training time reported. To measure
the performance of the DL models, two different datasets were used to obtain results
that are as meaningful as possible. However, all datasets are from one imaging modality,
namely MRI. Among the datasets, the acquisition parameters vary. Using three-dimensional
data, this work differs from others not only in terms of subject matter but also in terms
of methodology. Therefore, the evaluation in this paper is based on several models and
datasets. For the evaluation of attention-based models, only models that do not divide the
input image into patches or use a hierarchical approach were considered. This limits the
choice considerably but is useful in that it ensures that the models used here can also work
with k-space data from MRI scans.
Also, to create a meaningful result, all training procedures were using a hyperparameter
framework. The used grid search strategy was thereby performed in parallel. However, the
training and testing procedure of one single trial was done on one single GPU. Due to these
limited computational resources, the input size must be limited as well. Resize, crop and
pad operations are much more straightforward in the image domain than in the frequency
domain. Because of that, the preprocessing steps of the input are applied in the image
domain. Then, the data is transformed into frequency space using the 2-dimensional discrete
Fourier transformation applied to the real part of the data. The used transformation omits
the negative frequencies in the last dimension since the signal is Hermitian-symmetric.
However, this procedure may not be applicable for raw k-space data because of phase shifts.

1.4 Thesis Structure

After the introduction chapter gave the main reasons why it is worth further investigating
the usage of frequency data in combination with deep learning and attention-based models,
the following literature review helps to situate this work within existing research. Thus,
the traditional brain segmentation techniques and their evolution towards ML and DL
based methods are presented. Insights will also be provided into current research on
attention-based networks for medical use cases and on networks that operate on data in
the frequency domain.
The next chapter contains the theoretical foundations on which this thesis is based. It
is about the Transformer architecture and its further developments as well as about the
characteristics of the attention operation in frequency domain representation.
In the methodology chapter, the methods and materials used to address the questions in
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this thesis are explained and justified. Also described here are the specific experiments that
eventually produce results. In the results chapter, these results are presented and discussed.
The conclusion chapter summarizes the collected results and highlights key findings. Fur-
thermore, a critical analysis of the present work and a short outlook on possible future
research is given.
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Chapter 2

Literature Review

2.1 Approaches for Brain Segmentation

There is a very broad landscape of image segmentation algorithms, which take different
approaches. Over the years, many researchers have variously attempted to categorize
these algorithms [Har+85][Pal+93][Yad+22]. In the following, the classification according
to Rajapakse et al. is used [Raj+00, p.1]. Here, the segmentation techniques are divided
into classical, statistical, fuzzy, and neural network techniques. Classical techniques include
edge- and region-based methods, which will be explained in more detail below.
Behind the statistical approach is a model that describes the segmentation as a conditional
probability. More precisely, the segmentation S is searched for, which has the highest
probability given image I. Using a statistical model such as Markov random fields (MRFs),
segmentation based on selected image features are thus created using Maximum A Posteriori
(MAP) method [Ant+22].
Fuzzy image segmentation methods are based, as the name suggests, on fuzzy logic [Zad94].

2.1.1 Classical Approaches

The following explanations of the classical approaches are based on the work of Fawzi et al.
and Rogowska et al.
Region segmentation methods divide the image into enclosed areas that share pre-defined
characteristics. By doing so, these created region exhibit homogeneity with respect to
certain criteria, such as intensity. Thresholding, as a simple example of such methods,
defines a value according to which all voxels are divided into two groups. Thus, voxels

7
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Figure 2.1: Example of segmented blood vessels using edge detection and thresholding. (a)
Original image, (b) edge magnitude image obtained by a Sobel operator, (c) edge image
after a low threshold applied, (d) edge image after a higher threshold [Rog+09, p.79].

whose value is smaller than the defined value are divided into one group, and all others
into the second group. In addition to this so-called global thresholding, there are also
other variants. Some are based on local features such as the average gray values within a
sub-region in the image. In 1979, Otsu demonstrated a method to determine the threshold
that optimally distinguishes an object from the background [Ots79]. Thresholding methods
are usually very simple in design and therefore have low computational costs. However,
the disadvantage of these algorithms is that they give poor results when regions of a label
are inhomogeneous or affected by noise. In addition, the segmentation depends on the
pre-defined threshold. In addition to thresholding, clustering algorithms and region growing
algorithms are part of region segmentation methods as well [Faw+21][Rog+09].
In contrast to region segmentation techniques, edge segmentation techniques do not work
with intensity values per se but with their changes. The intensity changes are determined
with the help of voxel intensity gradients. Gradient operators such as the Sobel operator or
Robert’s operator are used for this purpose. These operators use convolution operations to
generate edge magnitude images. Thresholding can then be applied to this if needed (see
Figure 2.1). The obtained edges are merged so that whole objects can be segmented. Like
region segmentation techniques, edge-based techniques are implemented simply and have
low computational costs. Unfortunately, the detected edges often do not reliably enclose
the resulting regions, so further processing steps such as edge merging are necessary. This
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often makes this approach computationally expensive in the end. Moreover, edge-based
segmentation is also sensitive to noise [Faw+21][Rog+09].
Besides these classical methods just mentioned, there are also atlas-based segmentation
algorithms. Atlas-based segmentation uses template data of already segmented brains
to segment other brain data. The manually segmented dataset (called atlas) contains
the corresponding label for each voxel. The goal is to find the optimal non-linear spatial
wrapping transformation that maps the values of the atlas to the brain data to be segmented.
Thus, the segmentation problem is transformed into a registration problem. In an approach
presented by Collins et al., this happens in three steps: First, those features are extracted
from the brain to be segmented which have already been extracted from the atlas. With
this feature, the algorithm is independent of the atlas used since it can be easily exchanged.
For feature extraction the image becomes blurred and convolution is used. This is followed
by the next two steps: linear and non-linear registration. The feature extraction and
both registrations are performed in a hierarchical iterative manner. This is done by first
registering the image with a high degree of blur and then registering it stepwise with less
blurred versions of that image. The reason for this is to avoid local minima in the objective
function. The linear registration ensures atlas and brains to be segmented globally match
through translation, rotation, and scaling. The fine adjustment regarding morphological
differences in the anatomy can be taken into account using non-linear registration. For this
purpose, local rather than global deformations are applied. Thus, the selected distance
between the atlas and the brain to be segmented is gradually reduced. This technique can
be used to classify the different types of tissue in the brain. There are also extensions with
which it is possible to segment tumors in this way [Bau+10][Col+95][Rog+09].
ML techniques gained popularity as they are more robust to noise and intensity inho-
mogeneities. For example, constraints are added to the optimization task to ensure that
unlikely segmentations (e.g. regions consisting of one voxel) do not occur. Moreover, they
are able to combine different feature representations of multiple MR modalities. Com-
mon algorithms are K-means, MRF, random forest (RF) or Gaussian mixture models
(GMMs) [Faw+21][Rog+09].

2.1.2 Neural Network Techniques

The difficulty with these traditional methods is that features must be manually selected or
created. Thus, the performance is strongly dependent on the skill of the user and requires
domain knowledge. DL methods can extract features from the input themselves. These
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Figure 2.2: Network architecture of the single-path CNN presented by Randhawa et
al. [Ran+17, p.68].

features can be highly complex, resulting in more robust learning. The models exclusively
learn how to find underlying patterns using examples in the form of a dataset. No heuristics
or handmade rules are implemented. A large amount of training data is often required,
more data usually also increase the performance of the DL model. Especially in the clinical
environment, however, it is often cumbersome to generate suitable data. One of the most
widely used brain segmentation datasets is the BraTS dataset [Men+15], which is public
and comes with an annual brain tumor segmentation challenge. CNNs are particularly
suitable for vision tasks and deliver promising segmentation results. The concept of shared
weights enables CNNs to have more layers and to process the sometimes high-dimensional
input in its full resolution. CNNs are nowadays the standard when it comes to visual tasks
like object detection, registration or segmentation in medical imaging. A distinction is
made between networks that can process 2D or 3D inputs. Probably the most significant
CNN for segmenting medical data is the U-Net [Faw+21][Seg+20][Bal22].
The ability to maintain spatial neighborhood relationships between individual pixels using
a kernel makes CNNs particularly powerful. Due to pooling operations that take place
between individual convolution layers, noise is not as significant, making training more
robust. Also, the concept of dropouts, makes CNNs less prone to overfitting. Judging by the
top CNN models in the BraTS challenge of recent years, four different CNN architectures
predominantly stand out. These are single path, multi path, cascaded and U-Net CNNs.
Single path and multi path CNNs were the architectures that delivered the best performance
for brain segmentation tasks, especially until 2016. Single path CNNs, as the name suggests,
have one path along which the data is processed. The path consists of several alternating
convolution, pooling, activation, and dropout layers.
An example is the 2D CNN presented by Randhawa et al. which consists of 8 layers and
can handle 4 × 33 × 33 large inputs (see Figure 2.2) [Bal22]. To segment an MRI, the image
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Figure 2.3: Network architecture of the cascaded anisotropic CNN by Wang et al. [Wan+18,
p.3].

must be divided into patches of 33 × 33, with the center pixel in each patch classified by
the network. Along the second dimension, differently weighted MRIs (e.g. T1, T2) can be
used. Using 3 × 3 convolutions and max pooling operations as well as dropout layers, a
bottleneck is created which results in the classification of a single pixel.[Ran+17]
Single-path CNNs have few parameters and are therefore fast, but this also limits their
capacity. Multi-path CNNs consist of multiple processing paths that extract features at
different scales. This ensures that local features such as edges or textures and global features
such as objects as components of the image are captured. The output of each path is finally
concatenated and fed into a fully connected layer. This is followed by a classification layer
if the fully connected layer does not already act as a classifier [Ran+17].
Cascaded segmentation CNNs are hierarchical, with each level segmenting a sub-region of
the level above it. The advantage of this approach is that multiple specialized networks can
be used instead of one that must segment the entire input. They also work better with
imbalanced problems such as segmenting anomalies [Ran+17].
For example, the cascaded anisotropic CNN presented by Wang et al. uses three different
networks for brain tumor segmentation (see Figure 2.3). Each of them creates a binary
mask and using this the input is masked and fed to the next network. The WNet segments
the whole tumor, the TNet segments the tumor core based on the tumor region and the
ENet segments the enhancing tumor core. Within these sub-networks, techniques such as
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Figure 2.4: Network architecture of U-net by Ronneberger et al. [Ron+15, p.2].

dilated convolution and residual connections are applied [Wan+18].
Especially U-Net CNNs are popular lately. The name goes back to the U-Net model [Ron+15]
with the same name. This consists of two interconnected paths, the first of which uses
down-sampling techniques to spatially reduce the input. This path acts as an encoder.
The size of the feature maps is increased during this process. Once the feature maps are
transformed into the final latent space, the second path acts as a decoder and expands the
feature maps back to the initial spatial size. The down-sampling and up-sampling are done
by convolutions, non-linear activation functions (mostly ReLU functions) and max-pooling.
Most U-Net CNNs are fully convolutional-based networks. This means that they do not
use fully connected layers for the final segmentation output, but also convolution layers. In
the case of the original U-Net, a 1 × 1 convolution is used over the feature maps, which
eventually generates the segmentation mask. Another important feature of U-Net CNNs is
skip connections at different spatial levels between the two paths. These allow the decoder to
capture spatial information of different scales. As illustrated in Figure 2.4, the architecture
is often described as a U. This architecture formed a model for many subsequent models.
Thus, variants such as 3D U-net architectures or the nnU-Net were created. The latter is
able to adapt itself to new data sets by determining parameters such as network topology
and batch size based on the characteristics of the input. It also supports 2D and 3D inputs
as well as a cascading approach. Thus, it is very versatile and still delivers state-of-the-art
performance among convolution-based networks [Ise+21].
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Figure 2.5: Architecture of the TransUNet [Che+21].

2.2 Attention-based Networks in Medical Imaging

Hierarchical vision transformers dominate the medical image segmentation [Che+21][Hat+22]
[Cao+23]. In contrast to the original vision Transformer, these learn feature representations
of different dimensions. Some important representatives will now be briefly presented.
TransUNet takes the architecture of the successful U-Net and extends it with Transformer
components. In this way, the strengths of convolution and attention are to be combined. As
shown in Figure 2.5, the model uses an encoder which consists of a CNN and a Transformer
which uses self-attention. The CNN extracts feature maps which become tokenized into
vectorized patches xp. Using a trainable linear projection, these patches get embedded
into D-dimensional latent space. Also, a positional encoding is added. This approach
comes from the vision transformer. With the embedded sequence, a Transformer encoder
then learns the hidden features. Just like the original Transformer encoder, the one used
here consists of L layers, which include a multi-head self-attention (MSA), a MLP block,
layer normalization and residual connections. With this encoder concept, the poor ability
of CNNs to capture long-range relations is compensated by transformers. Transformers
are excellent at capturing global context due to their attention operation. It is expected
that therefore structures that show a strong variance between patients will be segmented
more reliably [Sch+19]. The decoder consists of multiple upsampling steps which are
called the cascaded upsampler (CUP). In addition to the hidden feature representation
of the transformer, the CNN feature maps of different resolutions are also used in the
decoding path. Before the CUP is used, the hidden feature representation is reshaped
to the shape of H

P
× W

P
× D where H × W is the original image shape and P the patch

dimension. Each cascade stage consists of a 3×3 convolution with ReLU activation function
and 2 upsampling operations. In addition, the already mentioned feature maps from the
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encoder are concatenated in the CNN with their respective resolutions. Finally, the original
resolution is reached. The TransUNet was evaluated using the Multi Atlas Labeling Beyond
The Cranial Vault (BTCV) dataset [Lan+15] and the Automated cardiac diagnosis challenge
dataset [Ber+18]. On both data sets, the TransUNet was able to outperform previous
state-of-the-art models such as the U-Net or AttnUNet [Sch+19][Che+21].
Another model that combines Transformer and convolution is the UNETR [Hat+22]. The
UNETR architecture is very similar to that of TransUNet. Here, the U-shape of the U-Net
is also adopted. However, UNETR claims to be able to segment 3D inputs directly. In
addition, this approach differs in that no CNN is used for feature extraction. Instead, only
a stack of transformers is used as an encoder (see Figure 2.6). As with TransUNet, the
input is embedded in a 1D sequence and then projected linearly into a latent space, in
the spirit of the vision transformer. The difference here, however, is that the patches into
which the input image is divided are 3-dimensional. Using several cascading transformer
blocks, the hidden features are learned. The representations between the individual blocks
are connected to the decoder using skip connections. Using a varying number of blocks
consisting of a 2 × 2 × 2 deconvolution, a 3 × 3 × 3 convolution, batch normalization and
ReLU activation layers, different resolutions of the extracted features are made available to
the decoder. Even the raw input is connected to the decoder via skip connections and two
blocks of 3 × 3 × 3 convolution, batch normalization and ReLU activation layer. Similar
to the TransUNet, the hidden representation is upsampled by a cascade in the decoder.
However, only 3 × 3 × 3 convolutions and 2 × 2 × deconvolutions with batch normalization
and ReLU are used for this. In the end, the output is reshaped to the original resolution
using a 1 × 1 × 1 convolution. UNETR was also tested on the BTCV dataset as well
as the MSD dataset [Sim+19]. On the BTCV dataset, UNETR outperforms all selected
state-of-the-art models in terms of average dice score and most segmentation class-wise
dice scores. On the MSD data set, UNETR delivers the best performance compared to the
available models in all aspects. Even the TransUNet performs slightly worse [Hat+22].

2.3 Networks working with Frequency Representa-
tions

Due to the convolution theorem, fast Fourier transforms (FFTs) are used in CNNs to speed
up calculations [Gol+20] or to reduce the input data size of networks [Xu+20].
In 2022, Lee-Thorps et. al. were able to show that the self-attention layers in the Trans-
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Figure 2.6: Architecture of the UNETR [Hat+22].

former encoder can be replaced by simpler mechanisms, with nearly the same performance
on NLP problems [Lee+22]. According to this, attention does not have to be decisive for the
success of the Transformer in NLP tasks. It is only important that a hidden representation
mixing mechanism is available. In the model presented here, called FNet, attention layers
are replaced by Fourier layers. The Fourier transform acts as a mechanism for mixing
tokens since single values are related to the whole input sequence in the frequency repre-
sentation. Accordingly, the architecture is identical to the Transformer encoder except for
the replacement of the MSA layer by a Fourier transform. After N encoder blocks follow
a dense linear layer and an output projection layer. The Fourier layer performs your 2D
discrete Fourier transform (DFT) along the sequence length and the hidden dimension.
The imaginary part of the resulting complex number is discarded. The authors intuitively
describe the concatenation of multiple FNet encoder blocks as alternating multiplication
and convolution, due to Fourier transforms with subsequent feed-forward layers. Measured
on the GLUE benchmark [Wan+19], FNet achieves 92% of BERT performance while being
significantly faster in training. In the “Large” BART configuration, FNet even achieves
97% of BART’s performance [Lee+22].
Frequency representations are not only used in NLP, but also in time series forcast-
ing [Zho+22][Wu+22]. The FEDformer is presented below as an example. In the area of
long-term time series forecasting, the quadratic complexity of the Transformers in terms of
input length also causes problems. To make the use of the Transformer for long time series
feasible, similar to computer vision, techniques like patching or types of local attention
like sparse attention were used [Li+20][Nie+23]. All these techniques have in common
that the self-attention layers are not applied over the entire input but only a part of it.
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Figure 2.7: Frequency Enhanced Block
with Fourier transform (FEB-f) structure
[Zho+22].

Figure 2.8: Frequency Enhanced Attention
with Fourier transform (FEA-f) structure
[Zho+22].

The problem here, however, is that global characteristics and statistics can thus not be
captured. Zhou et al. therefore propose to use the Fourier transform in combination
with self-attention. Hence, so-called frequency enhanced blocks with Fourier transform
(FEB-f) are introduced in the FEDformer architecture (see Figure 2.7). In these blocks, the
input is first linearly projected before being transformed into the frequency domain using
FFT. From this frequency representation, only a few frequency components are randomly
sampled. Random selection of frequency components ensures that both high-frequency
and low-frequency components are retained. This allows for capturing trend changes while
avoiding an excessive amount of noise. The undersampled output Q̃ is then multiplied
by a parameterized kernel R in the following way: Ym,do = ∑D

di=0 Qm,di
· Rdi,do,m, where

di = 1, 2, ..., D is the input channel and do = 1, 2, ..., D the output channel. The product is
then zero-padded so that it has the original shape of the input. At the end, the sequence is
transformed back into the time domain using inverse Fourier. Using the Frequency enhanced
attention blocks also presented, self-attention is applied in the frequency domain. As can be
seen in Figure 2.8, the structure of these is very similar to the self-attention layers from the
Transformer encoder. Here the queries, keys and values, which serve for the computation of
the attention as input, are Fourier transformed before. As with the frequency enhanced
blocks, the frequency representations are undersampled. Either softmax or tanh is used as
the activation function. The result of this attention calculated in frequency domain is then
also padded to obtain the initial shape and finally transformed back to the time domain.
With this architecture and a wavelet-based variant, the FEDformer achieved state-of-the-art
performance on popular datasets such as the ETTm2 dataset [Zho+21] or the Electricity
dataset [Tri15]. In fact, it outperforms the Autoformer model [Wu+22], which had the best
performance in all these benchmarks so far [Zho+22].



Chapter 3

Theoretical Foundations

3.1 Overview of Transformer Architecture

The attention mechanism is a way to learn features by focusing differently on certain parts
of the input. The widely used self-attention does this by relating all values of the input
to each other. The mechanism is applied only to itself, so to speak. The Transformer
architecture presented by Vaswani et al. uses self-attention to translate text [Vas+17]. What
is innovative about this is that it relies entirely on self-attention instead of mechanisms such
as recurrence or convolution. In this way, dependencies between input values can be mapped
independently of their distance. One of the main limitations of recurrent neural networks
(RNNs) that Transformers want to address is the sequential computation of the hidden
state, which makes it difficult to parallelize the process. The Transformer architecture
consists of an encoder, which encodes the input once, and a decoder. The decoder generates
the output autoregressively, using the encoder output and the decoder output from the
previous step at each step.
The input is first projected linearly into an embedding dimension of fixed size. This
projection is learned. Then the embedded input is concatenated with a positional encoding.
This is important because the self-attention operation does not by itself encode the sequence
order. Therefore, the relative positions of the input values are added explicitly. The
transformer uses sine and cosine functions with different frequencies for this purpose. The
encoder consists of 6 identical blocks, which are MSA layers, feed forward layers, and
normalization layers. Around the MSA layer and the feed forward layer there are residual
connections. The decoder is almost identical. It has an additional masked MSA layer,
which is also surrounded by a residual connection with subsequent normalization. This
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Figure 3.1: Architecture of the Transformer [Vas+17].

masked MSA layer takes as input the output from the previous steps or the ground truth
output in case of training. This output was embedded identically to the encoder input and
concatenated with positional encoding. The paper calls it attention mechanism ”Scaled
Dot-Product Attention“. It is defined as follows:

Attention(Q, K, V ) = softmax(QKT

√
dk

)V (3.1)

where Q is the query matrix, K the key matrix and V the value matrix. Before calculating
the attention, the queries, keys and values are computed. This is done by multiplying the
embedded input using three different learned weight matrices. Then, the attention scores
matrix A is calculated using the Query Matrix and the Key Matrix. This process is similar
to information retrieval. A query can be understood as a request and the keys as available
information. The scaled dot-product acts as a similarity measure between the two vectors.
The closer the query is to the available keys, the higher the weighting in the attention
scores. [Bra+23] By multiplying the inputs by the attention scores, unimportant parts of
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Figure 3.2: Scaled Dot-Product Attention (own illustration).

the input are suppressed and important ones are retained. Thus, the attention of the model
is directed. The entire process is illustrated in detail in Figure 3.2. The Transformer uses
MSA, which means that Q, K and V are created not only once by linear projection but
N times. Each time, different weight matrices are used for this purpose. The variable N

is called heads. In the Transformer paper 8 heads are used. Thus, the model is able to
efficiently attend to information at different positions, which is in different representations.
The linear layer at the end of the decoder projects the feature representation into word
scores. Using the softmax function, these scores are converted into the probability of how
likely each word in the vocabulary comes at the current location in the sentence [Vas+17].

Modern architectures such as BERT [Dev+19] or GPT [Rad+18] are all derived from
the Transformer. BERT is based only on the encoder of the Transformer. This means that
it is not autoregressive, but provides the complete output in one step. GPT, in contrast, is
based on the decoder of the transformer and is consequently also autoregressive.

3.2 Attention in Frequency Domain Representation

For this work, two Fourier properties are particularly important. One is the convolution
theorem. The convolution theorem states that if two functions f(x) and g(x) each have a
Fourier transform F (x) and G(x), the convolution of these two functions is equivalent to the
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Figure 3.3: Illustration of the different operation of convolution, fully connected layers and
attention [Ada+20].

pointwise product of their Fourier transforms. In an equation, it is defined like this [Bra00]:

F{f ∗ g} = F{f} · F{g} (3.2)

The second property used is that each value of the function f(x) is related to all values
of the Fourier transform F (x). The self-attention mechanism weights the relevance of a
value of an input sequence on the basis of the entire sequence. There is no kind of receptive
field as there is with CNNs. The advantage of this is that long-range relationships within
the input sequence can be modeled effectively. However, CNNs introduced receptive fields
because they allow better extraction of local features and lower computational complexity.
Thus, it was possible to build even deeper networks and achieve promising performance.
Intuitively, this also makes sense, especially for segmentation tasks. Once the location of a
target region has been identified on an input, it is only a matter of distinguishing the region
from the background at the local level. Values that are spatially far away no longer need to
be considered. Of course, it is also plausible that as long as local features can be reliably
extracted, the more of the input sequence that is used to learn the feature representation,
the better the performance. This has already been empirically confirmed by Araujo et al.
who could show a logarithmic correlation between the size of the receptive field and the
classification accuracy [Ara+19]. However, as CNNs shows, it is simply not necessary to
directly relate each value in the input but is unnecessarily complex. For this reason, using
self-attention on images without further modification is not optimal.
However, this is different if the input is in the frequency domain. Since each of the original
input values is now connected to all frequency components, it makes sense to always use
all Fourier-transformed input values. Local problems are thus always globally represented.
Moreover, intuitively, this could also create a form of convolution operation. Self-attention
can be viewed as an MLP whose weights vary depending on the input. Thus, a multiplication
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in the frequency domain takes place, which is equivalent to a convolution in time or pixel
domain. Another reason why attention in the frequency domain instead of in the time
domain or pixel domain is advantageous is related to the absence of inductive bias like
it can be found in CNNs. The inductive bias in CNNs is the receptive field to effectively
model the neighborhood relationships between spatially close pixels and the principle of
shared weights to achieve translation invariance. With this bias, a priori knowledge about
the nature of images in the pixel domain was added to the model. The goal is to achieve
a faster and more stable convergence. Transformer models are more generic and do not
have this bias. This sounds like a disadvantage at first but turns out to be an advantage
for input data in the frequency domain. Indeed, the inductive biases do not make sense on
Fourier-transformed data, since there is no such neighborhood relationship in the frequency
domain. Also, a translation invariance is rather a hindrance than a benefit. In conclusion,
attention in the frequency representation is very suitable.
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Chapter 4

Methodology

4.1 Data

To obtain the most meaningful results, all models studied in this work were evaluated
using two tasks. Multi-parametric magnetic resonance imaging (mpMRI) for de novo
glioblastoma (GBM) patients from the University of Pennsylvania Health System (UPENN-
GBM) [Bak+22] was used for the skull stripping task. OASIS-1 dataset [Mar+07] was used
for the evaluation of the brain tissue segmentation task. Both datasets are freely available
to ensure the reproducibility of this work.
The UPENN-GBM dataset contains T1-weighted cross-sectional MRI scans of the brain
from 630 subjects. Brain data were collected at the University of Pennsylvania Health
System during routine clinical radiology examinations. All subjects included in this data
set were diagnosed with de novo glioblastoma. The magnetic field strength was 3T during
the scan. The raw scan data size was 256 × 256 × 196. The data was resampled to a size of
256 × 256 × 256 and an isotropic voxel resolution at 1 mm. The data was also pre-processed
and de-faced. For these brain scans, there are skull stripped versions generated using an
in-house deep learning model. All brain masks were manually reviewed and accepted or
corrected if necessary. Follow-up scans are excluded from this work.
The OASIS-1 dataset consists of cross-sectional T1-weighted brain MRI scans of 416 subjects
ranging in age from 18 to 96 years. The matrix size of the raw scan data was 256×256×128
with a voxel resolution of 1 mm × 1 mm × 1.25 mm. This data is resampled to a matrix
size of 256 × 256 × 256 and isotropic voxels at 1 mm resolution. Included subjects who were
diagnosed with early-stage Alzheimer’s Disease. All data have been anonymized. Only the
FreeSurfer output of this dataset was used. Unfortunately, only 407 of the 416 subjects
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can be used for this work, because due to technical problems on the OASIS Brain dataset
servers, part of the dataset could not be downloaded at the time of writing. The following
transformations were applied to the dataset: All subject data except for the brain mask and
tissue segmentation created by FreeSurfer were removed. Follow-up scans were also deleted.
Finally, the two FreeSurfer outputs for each subject were converted to NIfTI format.
As part of the pre-processing stage to use these two datasets, various transformations were
equally applied. The samples consist of brain MRI data and skull stripped brain MRI data
or skull stripped brain MRI data and brain tissue segmented brain MRI data, depending
on the task. All samples are reordered to canonical (RAS+) orientation and sampled
into the same physical space with an isotropic voxel size of 3 mm. Then all samples are
cropped to a size of 64 × 64 × 64 and z-normalized. After preprocessing, the following
augmentation transformations are applied: random affine transformation, random contrast
change, random Gaussian noise, random MRI motion artifact, and random MRI bias field
artifacts. The random affine transformation is always used. All others are applied with
a probability of 10%. In the last stage, the samples are transformed into their target
domain. Depending on the experiment, the samples or parts of the samples (input or label)
are transformed into the frequency domain using FFT. For both segmentation tasks, the
training dataset consists of 80% of the total data, the validation set consists of 10%, and
the test set consists of the remaining 10%. Accordingly, for the skull stripping task, the
training dataset consists of 504 samples, the validation dataset consists of 63 samples and
the test dataset consists of 63 samples. For the brain tissue segmentation task, the training
dataset consists of 326 samples, the validation dataset consists of 41 samples and the test
dataset consists of 40 samples.

4.2 Implementation Details

In this work, all implementations and analysis were performed using Python (version
3.10.12), PyTorch (version 2.0.1), TorchIO (version 0.18.92), Ray (version 2.5.1) and
PyTorch Lightning (version 2.0.5). The data is loaded using the PyTorch DataLoader
and the TorchIO SubjectsDataset. This combination allows efficient loading and online
preprocessing as well as data augmentation. For transforming the samples into the frequency
domain the 2D real FFT PyTorch implementation was used. This function assumes that the
result of the Fourier transformation is Hermitian-symmetric. In the case of the reconstructed
MRI data used here, this is true. The 2D real FFT uses this symmetry and omits the
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redundant values in the output. This will almost halve the input (only almost because all
frequencies must be kept up to the Nyquist frequency). Then, the complex values of the
resulting tensors are split up into real and imaginary parts, which are stored separately
in a new dimension. The size of the samples thereby remains almost the same. The final
shape of all input and label tensors in a sample is the same regardless of the segmentation
task or target input and label domain. It can be described as (b, c, v, x, y, z), where b
is the batch, c is the class, v is the part of the complex number and the remaining three
dimensions are the spatial dimensions of the MRI data. The class dimension results from
the fact that all samples get one-hot encoded. For the input, this dimension has always
a length of 1. The length of the class dimension varies for the labels depending on the
segmentation task (e.g., for brain segmentation, the length is 2). The vector dimension
holds the real and imaginary parts of complex numbers. However, it has a length of 1 if
the corresponding tensor is in the image domain. While this design may seem inflexible
and verbose, it has the advantage that the number of dimensions is always predictable,
making the implementation of subsequent transformations easier and more efficient. The
FreeSurfer brain tissue segmentation in the OASIS-1 dataset includes a large number of
classes and is very detailed. To simplify the segmentation problem to some degree, only 6
classes (excluding the background) are used in this thesis. To achieve this, label mapping
takes place when loading the samples from the OASIS-1 dataset. This is done online in
order to be able to keep the data set in its original state on the hard disk as much as
possible. The corresponding mapping is documented in Table 4.1. In the OASIS-1 dataset,
the segmentation classes are also imbalanced, which can lead to unwanted effects in the
training of the models. To solve this problem, the individual classes are weighted in the
calculation of the loss. For the case where frequency data is used, a weighted MSE loss has
been implemented. By slicing along the class dimension of the prediction tensor, each class
can get weighted with a particular value. For data in the pixel domain, the cross-entropy
loss implementation of PyTorch is used, which already offers weights as parameters. To
calculate the weight for class i this formula was used:

Class Weighti = Total Number of Samples
Number of Samples in Classi

(4.1)

Five DL models were used to answer the research questions: an MLP, a Transformer encoder,
the PerceiverIO model, the ResMLP and the nnU-Net. With this selection, attention-based
models and non-attention-based models are equally represented. Convolution-based models
were not chosen because they are not suitable for inputs in the frequency domain (for more
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Custom labels used in this project FreeSurfer labels
0 - Background Unknown and everything else not mentioned

in the next rows
1 – CSF Left-Lateral-Ventricle, Left-Inf-Lat-Vent,

3rd-Ventricle, 4th-Ventricle, CSF, Left-vessel,
Right-Lateral-Ventricle, Right-Inf-Lat-Vent,
Right-vessel, 5th-Ventricle

2 – Cortical Gray Matter Left-Cerebral-Cortex, Right-Cerebral-Cortex
3 – White Matter Left-Cerebral-White-Matter,

Right-Cerebral-White-Matter,
Left-WM-hypointensities,
Right-WM-hypointensities

4 – Deep Gray Matter Left-Thalamus, Left-Caudate, Left-Putamen,
Left-Pallidum, Left-Hippocampus,
Left-Amygdala, Left-Accumbens-area,
Left-VentralDC, Right-Thalamus,
Right-Caudate, Right-Putamen,
Right-Pallidum, Right-Hippocampus,
Right-Amygdala, Right-Accumbens-area,
Right-VentralDC,
Left-non-WM-hypointensities,
Right-non-WM-hypointensities

5 – Brain Stem Brain-Stem, Optic-Chiasm
6 – Cerebellum Left-Cerebellum-White-Matter,

Left-Cerebellum-Cortex,
Right-Cerebellum-White-Matter,
Right-Cerebellum-Cortex

Table 4.1: Mapping of FreeSurfer segmentation labels to custom labels

details, see section 3.2).
The MLP is the simplest of the four models and is primarily used as a proof-of-concept
model. The MLP consists of linear input embedding, N hidden fully connected layers
and a linear output embedding. The embeddings are linear layers that project the input
into or out of the latent space. After each hidden layer follows a tanh activation layer.
The input is reshaped so that it can be fed sagittal into the network to reduce complexity.
The length of the latent space dimension M as well as the number of hidden layers N

are hyperparameters. The Transformer encoder also has linear embeddings for input and
output. Besides that, this model has N encoder components from the Transformer model
of Vanswani et al.. The structure is thus very similar to the successful BERT model. The
number of encoder blocks and dimension of latent space are again hyperparameters. For
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Figure 4.1: Archi-
tecture of the Trans-
former encoder used
in this work. In-
spired by [Vas+17].

Figure 4.2: Architecture of the PerceiverIO [Jae+22].

the implementation of the Transformer encoder, the corresponding PyTorch class was used.
The number of attention heads was set to 2 and the dropout to 0.2. In addition, Fourier
position encoding is concatenated with the embedded input if needed. The architecture
of this model is shown in Figure 4.1. For the integration of the PerceiverIO model, the
corresponding Python module by Krasser and Stumpf was used [Kra+23]. The module
offers the possibility to connect the components presented in the PerceiverIO paper with
each other in any way. The PerceiverIO implemented here follows the original architecture.
The model is characterized by the fact that it uses the cross-attention mechanism, which
allows mapping the input into a latent space. This latent space is smaller and therefore the
quadratic complexity of the attention can be reduced to a linear one.
The ResMLP model was implemented following the documentation from the original paper.

The structure of the ResMLP is similar to that of the vision transformer, but it does not use
attention at all. Attention layers were replaced by linear layers. Furthermore, normalizations
like BatchNorm or LayerNorm were removed. Instead, simple affine transformations are
used. [Tou+21] As can be seen in Figure 4.3, a ResMLP layer consists of a cross-patch
sublayer and a cross-channel sublayer. The intuition behind this is that linear layers should
be applied to all channels independently and then independently to all patches. For this
work, the ResMLP was implemented so that the input is not divided into patches and



28 CHAPTER 4. METHODOLOGY

Figure 4.3: Network architecture of ResMLP by Touvron et al [Tou+21, p.2].

embedded using a linear projection. Instead, the sagittal slices of the MRI brain data
serve as channels and the remaining dimensions are flattened. Through the alternating
cross-patch and cross-channel operations, the individual sagittal slices of the brain MRI
interact with each other.
The nnU-Net was retrieved in version 2 from the official GitHub repository. It has not
been modified and was run in the default configuration. It comes with its own training
and testing procedures, so the two datasets were converted into the format specified by the
nnU-Net.
The training procedure for all other models is written in such a way that at startup the
target domain for the inputs and labels can be set independently. Therefore, all possible
combinations of input and label domains can be specified. If the labels are in the pixel
domain, it is a classification problem. If they are transformed into the frequency domain, it
is a regression problem. This also means that all DL models must output raw logits instead
of probabilities to support both cases. Only when calculating the loss, a Sigmoid layer is
used if necessary. Regardless, a Sigmoid layer is always used after calculating the loss to
calculate metrics such as the Dice score and to display qualitative segmentation results.
At this point, inverse fast Fourier transform (iFFT) is necessarily used to transform the
output back to the pixel domain if the target domain of the label was the frequency domain.
All quantitative metrics and selected qualitative segmentation results are logged in both
training and testing using the tensorboard.

4.3 Evaluation Metrics

The following metrics were used quantitative assessment of the selected model-domain
combinations:

• Loss (Binary Cross Entropy, Cross Entropy or Mean squared error)
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• Dice score per class

• Average Dice score over all classes

• Recall per class

• Average recall over all classes

• Specificity per class

• Average specificity over all classes

All of these metrics were utilized in this work at the epoch level and using only the test
dataset. The values are reported for the epoch that achieved the highest average Dice
score. The Dice score is reported since it is the most common reported metric for image
segmentation, thus it provides the ability to compare this work with most of the other
research. To report the recall and specificity, the torchmetrics (version 0.9.3) library
was used. The class-wise Dice score for a prediction ypred and a ground truth ytrue was
implemented following these equations:

Intersectionc =
∑

v,x,y,z

ypred[c, v, x, y, z] · ytrue[c, v, x, y, z] (4.2)

Unionc =
∑

v,x,y,z

(ypred[c, v, x, y, z] + ytrue[c, v, x, y, z]) (4.3)

Dice scorec = 2 · Intersectionc + ϵ

Unionc + ϵ
(4.4)

where

• c is the segmentation class.

• v is the dimension that holds the real and imaginary part of the number.

• x, y and z are the spatial dimensions of the brain MRI scan data.

• ϵ is a small constant to avoid division by zero.

The average Dice score across all classes is then calculated by taking the average of these
individual c Dice scores.
In addition to these quantitative metrics, qualitative segmentation results are also reported.
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4.4 Experiments

As mentioned earlier, two tasks are used for evaluation: skull stripping and brain tissue
segmentation. The reason for this is firstly to obtain the most meaningful results and
secondly, because the skull stripping task may be too simple to see differences between the
various approaches. To answer the research questions mentioned at the beginning of this
thesis and for better clarity, several experiments are defined.
Experiment 1: In the first experiment the impact of the input and label domains on the
performance of different DL models will be investigated. Both segmentation tasks and all
implemented models are used for this purpose. The models are trained, validated, and
finally tested with three different input-label-domain constellations. Once the input and
label domain is the pixel domain, then for both the k-space domain and finally for the input
domain k-space and for the label domain pixel. The three cases are referred to as pixel,
k-space, and k-space to pixel in this order.
Experiment 2: The second experiment focuses on the question of whether positional
encoding is necessary for attention-based models when the input data is in k-space. For this
purpose, the two attention-based models (PerceiverIO and Transformer encoder) are used.
Using the k-space domain, the two models are trained and evaluated on both datasets once
with positional encoding and once without.
Experiment 3: In the last experiment, all results from experiment 1 are additionally
compared with the nnU-Net as a state-of-the-art medical segmentation model, which is based
on convolution. An unmodified version of the publicly available nnU-Net implementation is
used for this purpose. The implementation uses cross-validation, but in this experiment,
only one fold is used to be more comparable with the other models. The nnU-Net is trained
and evaluated only in the pixel domain.
With the help of the framework ray, hyperparameter tuning was used for all experiments.
The hyperparameter space used for each model is recorded in Table 4.2. The ray framework
offers different trail schedulers, which stop trails early if they do not look promising.
Although the ASHA scheduler was selected for hyperparameter tuning, the grace period
was set to 100 for all experiments, which is equal to the maximum number of epochs for
training. Thus, no trails are stopped early. Nevertheless, an early stopping criterion has
been added, which stops any training process if the dice score does not improve within
10 epochs. For the skull stripping task, the dice score of the target class is monitored
and for the tissue segmentation task the average dice score. The models were trained
on different high-performance cluster nodes. For the skull stripping task, a node with 64
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Intel(R) Xeon(R) CPU E5-2683 v4 @ 2.10GHz processors, each having 16 cores, was used.
This node had 264 GB of RAM and four NVIDIA TITAN XP graphics cards with 12 GB
of memory each. Whereas, for the brain tissue segmentation task, a second node with 32
Intel(R) Xeon(R) Gold 6234 CPU @ 3.30GHz processors with 8 cores each and a memory
of 264GB was used. This second node was equipped with four NVIDIA TITAN RTX GPUs
(24 GB of memory each). The only exception is the nnU-Net, which was trained on another
separate node. This node was equipped with an AMD EPYC 7262 8 core processor, had
500 GB of RAM and an NVIDIA A100-SXM GPU with 40 GB of memory. However, only
one GPU was used for all experiments. All three nodes are running with Ubuntu (Release
20.04).

Model Hyperparameter Values/Range
MLP Hidden layer (1, 3, 6)

Hidden factor (1, 2)
Learning rate (0.01, 0.005)
Loss (unweighted, weighted)
Step size (300, 600)
Optimizer (Lamb, Adam)

ResMLP Hidden layer (3, 6)
Hidden factor 1
Learning rate (0.01, 0.005)
Loss (unweighted, weighted)
Step size (300, 600)
Optimizer (Lamb, Adam)

PerceiverIO Num latents (512, 1024)
Num latent channels (1024, 2048)
Num cross attention layers (4, 8)
Num self-attention layers per block (3, 6)
Num self-attention blocks (4, 8)
Dropout (0.0, 0.1, 0.2)
Learning rate (0.01, 0.005)
Loss (unweighted, weighted)
Step size (300, 600)
Optimizer (Lamb, Adam)

Transformer Hidden layer (2, 6)
Hidden factor 1
Learning rate (0.01, 0.005)
Loss (unweighted, weighted)
Step size (300, 600)
Optimizer (Lamb, Adam)

Table 4.2: Hyperparameter space for different models
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Chapter 5

Results

5.1 Quantitative Results

In this section, the quantitative segmentation results of all experiments are presented. The
hyperparameter configuration with which the following results were obtained are recorded
in the appendix. First, the results of experiment 1 are presented, with Table 5.1 showing
the measurements for the skull stripping task. Looking only at the pixel domain, it is
noticeable that the Dice scores of almost all models are similar. Only the MLP performs
slightly worse, the same applies to recall and specificity. In k-space, MLP delivers worse
performance compared to the pixel domain. All other models perform about the same
compared to the pixel domain. In the k-space domain, the MLP is also the weakest model.
In the k-space-to-pixel domain, the MLP has about the same performance as in the pixel
domain. All other models again achieve approximately the same results. In the following
three tables, the results of the previously evaluated models are presented again for the 3
different domains. Now, these results are for the brain tissue segmentation task. Table 5.2
shows the results for the pixel domain, Table 5.3 for the k-space and Table 5.4 for the
k-space-to-pixel domain.

Domain/Metric
Pixel K-space K-Space → Pixel

Dice Recall Spec. Dice Recall Spec. Dice Recall Spec.
MLP 0.964 0.960 0.992 0.898 0.888 0.976 0.966 0.968 0.990

ResMLP 0.978 0.973 0.995 0.978 0.980 0.993 0.976 0.977 0.993
PerceiverIO 0.930 0.923 0.984 0.927 0.919 0.984 0.929 0.919 0.985

Transformer encoder 0.971 0.971 0.992 0.971 0.969 0.993 0.972 0.973 0.993
Table 5.1: Performance metrics in pixel domain, k-space and k-space-to-pixel domain for
different models on skull stripping.
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Domain Pixel

Anatomy Metric MLP ResMLP PerceiverIO Transformer

CSF
Dice 0.562 0.868 0.078 0.686
Recall 0.816 0.871 0.046 0.870
Specificity 0.995 0.999 0.999 0.997

Cortical Gray Matter
Dice 0.491 0.773 0.263 0.558
Recall 0.737 0.764 0.192 0.774
Specificity 0.911 0.985 0.981 0.930

White Matter
Dice 0.602 0.874 0.470 0.673
Recall 0.564 0.884 0.458 0.648
Specificity 0.982 0.992 0.971 0.984

Deep Gray Matter
Dice 0.645 0.828 0.317 0.699
Recall 0.876 0.834 0.266 0.909
Specificity 0.993 0.999 0.997 0.995

Brain Stem
Dice 0.506 0.883 0.405 0.589
Recall 0.951 0.885 0.331 0.962
Specificity 0.995 0.999 0.999 0.996

Cerebellum
Dice 0.623 0.916 0.443 0.723
Recall 0.967 0.926 0.382 0.970
Specificity 0.980 0.998 0.994 0.987

All
Dice 0.625 0.876 0.418 0.698
Recall 0.829 0.879 0.379 0.864
Specificity 0.979 0.987 0.926 0.984

Table 5.2: Performance metrics in the pixel domain for different models on brain tissue
segmentation.
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It can already be seen in Table 5.2 that the results of the models are now significantly
different than they were with skull stripping. Looking at the overall values first, it is
noticeable that the ResMLP achieves the best performance by far. The ResMLP reaches a
Dice score of 0.876. This is followed by the transformer encoder and the MLP, with the
transformer encoder being about 12% better than the MLP. The PerceiverIO model brings
up the rear, achieving a Dice score of only 0.418. Looking at the individual segmentation
classes in more detail, it is noticeable that the ResMLP achieves a Dice score of over 0.8 in
each of the classes except cortical gray matter. The other models also had difficulties with
the cortical gray matter but additionally with the brain stem. For example, the Dice score
for the brain stem class for the Transformer encoder falls below 0.6. With a Dice score of
0.263 and a specificity of 0.981, the PerceiverIO shows that the cortical gray matter was
not recognized and segmented as such. Compared with the pixel domain, the results of the
ResMLP become worse in k-space. All other models improve, especially the Transformer
encoder, which achieves an approximately 13% better dice score. Changing the domain
to k-space has further degraded the classification of the cortical gray matter class for the
ResMLP. The Transformer has interestingly benefited from this, even if not strongly. Even
though the PerceiverIO does not reliably detect cortical gray matter, its performance for
this class has improved significantly with the domain change (roughly 1.5 times better).
In the k-space-to-pixel domain, the ResMLP has again the best results and even the best
results over all domains. The model achieves a dice score of 0.883. The cortical gray matter
class, which previously caused problems for ResMLP, has a significantly increased Dice
score of 0.801 in the k-space-to-pixel domain. Except for the PerceiverIO, all models benefit
from the k-space-to-pixel domain with respect to the segmentation of this class. The MLP
has slightly deteriorated compared to k-space, but slightly improved compared to pixel
domain. The Transformer encoder also achieves its best performance in the k-space-to-pixel
domain with a dice score of 0.861.
The following two tables show the evaluation for experiment 2 and thus whether additional
positional encoding is necessary for attention-based networks when the input is in k-space.
Table 5.5 shows a comparison of the PerceiverIO and Transformer encode with and without
additional positional encoding in the three different domains for the skull stripping task. As
can be seen, no significant difference can be identified within the respective models. This
applies to all three metrics. The same observation can be made for the brain segmentation
task in Table 5.6. All metric values differ only marginally, if at all, between the two
strategies.
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Domain K-Space

Anatomy Metric MLP ResMLP PerceiverIO Transformer

CSF
Dice 0.570 0.844 0.098 0.795
Recall 0.469 0.820 0.061 0.738
Specificity 0.999 0.999 0.999 0.999

Cortical Gray Matter
Dice 0.522 0.581 0.395 0.561
Recall 0.680 0.585 0.512 0.575
Specificity 0.935 0.970 0.924 0.967

White Matter
Dice 0.612 0.723 0.486 0.688
Recall 0.609 0.707 0.545 0.670
Specificity 0.977 0.985 0.959 0.984

Deep Gray Matter
Dice 0.668 0.806 0.333 0.774
Recall 0.759 0.825 0.340 0.811
Specificity 0.996 0.998 0.995 0.998

Brain Stem
Dice 0.752 0.880 0.471 0.860
Recall 0.893 0.861 0.528 0.843
Specificity 0.999 0.999 0.998 0.999

Cerebellum
Dice 0.745 0.892 0.510 0.874
Recall 0.955 0.900 0.656 0.903
Specificity 0.989 0.998 0.984 0.998

All
Dice 0.690 0.815 0.461 0.790
Recall 0.757 0.811 0.507 0.788
Specificity 0.979 0.975 0.960 0.974

Table 5.3: Performance metrics in k-space for different models on brain tissue segmentation.
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Domain K-Space → Pixel

Anatomy Metric MLP ResMLP PerceiverIO Transformer

CSF
Dice 0.645 0.866 0.054 0.853
Recall 0.867 0.876 0.030 0.840
Specificity 0.996 0.999 0.999 0.999

Cortical Gray Matter
Dice 0.539 0.801 0.270 0.761
Recall 0.756 0.776 0.201 0.774
Specificity 0.926 0.989 0.980 0.982

White Matter
Dice 0.645 0.898 0.464 0.858
Recall 0.621 0.914 0.451 0.841
Specificity 0.982 0.993 0.971 0.993

Deep Gray Matter
Dice 0.686 0.826 0.323 0.804
Recall 0.917 0.828 0.277 0.832
Specificity 0.994 0.999 0.997 0.998

Brain Stem
Dice 0.568 0.880 0.410 0.863
Recall 0.956 0.870 0.339 0.879
Specificity 0.996 0.999 0.999 0.999

Cerebellum
Dice 0.696 0.919 0.466 0.902
Recall 0.965 0.912 0.421 0.903
Specificity 0.986 0.999 0.993 0.998

All
Dice 0.676 0.883 0.419 0.861
Recall 0.856 0.881 0.385 0.865
Specificity 0.983 0.987 0.927 0.986

Table 5.4: Performance metrics the in k-space-to-pixel domain for different models on brain
tissue segmentation.

Domain K-Space
Metric Dice Recall Specificity
PerceiverIO 0.927 0.919 0.984
PerceiverIO (no pos. enc.) 0.930 0.920 0.985
Transformer 0.971 0.969 0.993
Transformer (no pos. enc.) 0.970 0.967 0.993

Table 5.5: Quantitative comparison of attention-based models with and without additional
positional encoding on skull stripping in k-space.
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Domain K-Space
Metric Avg Dice Avg Recall Avg Specificity
PerceiverIO 0.461 0.507 0.960
PerceiverIO (no pos. enc.) 0.463 0.491 0.957
Transformer 0.790 0.790 0.974
Transformer (no pos. enc.) 0.790 0.788 0.974

Table 5.6: Quantitative comparison of attention-based models with and without additional
positional encoding on brain tissue segmentation in k-space.

Domain K-Space
Metric Dice Recall Specificity
nnU-Net 0.986 0.987 0.996
Table 5.7: Quantitative results of the nnU-Net in the pixel domain for skull stripping.

The last part of this section presents the results of experiment 3 and with it the results
of the nnU-Net. Table 5.7 shows the skull stripping segmentation results of the nnU-Net
measured by the selected metrics. The results were obtained in the pixel domain. As can be
seen, the nnU-Net provides slightly better segmentations than ResMLP, which was the best
of all evaluated models in skull stripping (see Table 5.1). However, the difference is actually
marginal. In the diagram below, the results of the nnU-Net can be further classified in
comparison to the models evaluated so far. Figure 5.1 shows a quantitative comparison
of all models including the nnU-Net as the baseline model on skull stripping. Clearly, the
choice of domain has no relevant influence on the Dice score with the exception of the MLP.
Neglecting the MLP in k-space, it can be seen how the PerceiverIO provides significantly
worse segmentations than the other models. The nnU-Net also delivers excellent results in
the brain tissue segmentation task. Table 5.8 shows that it achieves an overall Dice score of
0.956. Relatively slight performance drops were only seen in deep gray matter and cortical
gray matter. Figure 5.2 also shows the performance of all models including the nnU-Net
for the different domains for the brain tissue segmentation task in a visually clear form.
Here it is clear that the nnU-Net has the best performance for brain tissue segmentation.
Nevertheless, the Transformer encoder in the k-space-to-pixel domain and the ResMLP
provide competitive segmentations. Here it also emerges that for brain tissue segmentation
the selection of the domain influences the segmentation results.
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Figure 5.1: Quantitative comparison of all models on skull stripping in various domains.
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Figure 5.2: Quantitative comparison of all models on brain tissue segmentation in varies
domains.
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Domain Pixel

Anatomy Metric nnU-Net

CSF
Dice 0.942
Recall 0.941
Specificity 0.999

Cortical Gray Matter
Dice 0.930
Recall 0.935
Specificity 0.995

White Matter
Dice 0.970
Recall 0.967
Specificity 0.998

Deep Gray Matter
Dice 0.921
Recall 0.928
Specificity 0.999

Brain Stem
Dice 0.946
Recall 0.947
Specificity 0.999

Cerebellum
Dice 0.965
Recall 0.968
Specificity 0.999

All
Dice 0.956
Recall 0.954
Specificity 0.996

Table 5.8: Segmentation performance in the brain tissue segmentation task.
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Figure 5.3: Segmentation masks of the different models for skull stripping in the pixel
domain.

5.2 Qualitative Results

In this section, the segmentation masks created by the different DL models are visualized
and compared. A set of axial slices from an MRI of the brain is always shown, consisting
of the middle axial slice and a lightly lower axial slice, moving toward the cervical region.
Figure 5.3, Figure 5.4, and Figure 5.5 show the skull stripping segmentation masks of all
models in the pixel domain, in k-space, and in the k-space-to-pixel domain, respectively, in
that order. With skull stripping segmentation masks in the pixel domain, it is difficult to
detect qualitative differences. In Figure 5.3, it is only seen that there are differences in the
area of the nose. In addition, the brain region is not completely filled in for the ResMLP
and the PerceiverIO. For the k-space case of skull stripping in Figure 5.4, a similar picture
emerges. Again, there are differences in the nose area and missing areas in the brain. In
the frontal lobe, some areas are not correctly classified by the MLP. In particular, lateral
artifacts are also noticeable with the MLP. Also in the k-space-to-pixel domain, besides
the different nasal segmentations in all models, there are gaps in the brain region in the
ResMLP and PerceiverIO. In this domain, however, the MLP was able to recognize the
nose area better than the other domains. In brain tissue segmentation, differences in the
quality of the segmentation are even more apparent.
As can be seen in Figure 5.6, the brain tissue segmentation masks of the models in the pixel
domain are very different. The ResMLP is clearly the closest to ground truth segmentation
and nnU-Net segmentation. The Transformer encoder and MLP were able to learn the
coarse locations of each class but failed to learn fine structures. This is especially visible in
the cortical gray matter, which is much too present.
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Figure 5.4: Segmentation masks of the different models for skull stripping in k-space.

Figure 5.5: Segmentation masks of the different models for skull stripping in the k-space-to-
pixel domain.
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Figure 5.6: Segmentation masks of the different models for brain tissue segmentation in the
pixel domain.

As a result, the white matter is underrepresented. For the PerceiverIO, it can be seen that
the locations of structures such as cortical gray matter, white matter, brain stem, and
cerebellum were approximately learned. However, their extension could not be properly
captured. The PerceiverIO segmentation is thus the qualitatively poorest. The properties
of the segmentation masks clearly change when looking into the k-space (see Figure 5.7).
The ResMLP is no longer able to detect the fine structures of the cortical gray matter
and therefore classifies these areas as too large. This is exactly the opposite with the
Transformer encoder. The Transformer encoder benefits from the k-space and classifies the
deep gray matter more accurately. In addition, the areas around the white matter are more
accurate, as is the cerebellum. In the segmentation of the PerceiverIO, the cortical and
deep gray matter is now better represented. However, the mask appears scattered. The
MLP produced a similarly poor segmentation as in the pixel domain, but the area around
the nose contains fewer errors. In the case of the k-space-to-pixel domain (see Figure 5.8),
the mask looks a bit noisy for the ResMLP with respect to the deep gray matter. The
Transformer encoder was able to delineate the individual classes more sharply, leading
to a better segmentation result compared to the pixel domain. The segmentation of the
PerceiverIO is almost identical to that in the pixel domain. The same applies to the MLP.
The MLP was only able to differentiate the nose area from the background a bit better,
although not perfectly.
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Figure 5.7: Segmentation masks of the different models for brain tissue segmentation in
k-space.

Figure 5.8: Segmentation masks of the different models for brain tissue segmentation in the
k-space-to-pixel domain.
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5.3 Discussion

On the basis of the quantitative and qualitative results, differences between the segmenta-
tions of the individual models could be identified, which can be attributed to the choice of
domain. This was observable to a limited extent in the skull stripping task. The reason for
this is most likely because skull stripping is not complex enough to see differences between
domains. Only for the MLP a significant decrease in performance of the segmentation
could be observed when used in k-space. In contrast, the brain tissue segmentation task
clearly showed different segmentation results between the domains. Interestingly, all models
except ResMLP produced better segmentations in k-space than in the pixel domain. For
the ResMLP, it was more difficult to capture fine structures like the cortical gray matter
in k-space. For the two attention-based models, however, these structures were captured
more reliably in k-space. It may be that the hypothesis that the self-attention mechanism
is more appropriate for data in the frequency domain applies here. In the k-space-to-pixel
domain, on the other hand, the ResMLP achieves even better performance than in the
pixel domain. The Transformer encoder also delivers the best performance by far in the
k-space-to-pixel. One reason for this could be that the models generally find it difficult to
output a segmentation mask in the frequency domain. A segmentation mask is sharply
delineated in the pixel domain. This results in the Fourier representation of this mask
having predominantly high frequency components and few low frequency components. This
imbalance could be more difficult to learn. If instead the segmentation mask is predicted in
the pixel domain, as is the case in the k-space-to-pixel domain, this problem does not arise.
This could explain why some models perform best in the k-space-to-pixel domain.
The ResMLP as a non-attention-based DL model showed impressive results considering
that mainly consists of MLPs. The ResMLP is the only model besides the PerceiverIO,
one of the few models, which allows interactions between the channels. In the case of this
work, the channels are the sagittal brain MRI slices. The interaction of these channels
seems to be particularly beneficial for the brain tissue segmentation task. Additionally, the
experiments in this work showed that for attention-based models in skull stripping and
brain tissue segmentation, no additional positional encoding is necessary when the input is
Fourier transformed. This observation, which could be shown using an NLP task, could
also be transferred to computer vision tasks. However, even though some of the models
tested here gave good results considering their complexity, the performance of the nnU-Net
could not be reached.
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Chapter 6

Conclusion

6.1 Summary

This work has investigated how DL models, and in particular attention-based DL models,
perform in different domains on brain segmentation tasks. Besides the pixel domain, the
focus of this work was on the frequency domain. It was shown how brain segmentation
results vary when the inputs and labels in a supervised learning situation are independently
in the pixel domain or transformed into the frequency domain. For this purpose, two
attention-based models and two non-attention-based models were implemented, namely the
PerceiverIO, a Transformer encoder, an MLP, and the ResMLP. The models were trained
and evaluated under three different domain constellations. First, the inputs and labels are
in the pixel domain. Second, the inputs and labels are in k-space, which is the frequency
domain. And third, the inputs are in k-space, but the labels are in the pixel domain. Skull
stripping and brain tissue segmentation were chosen as segmentation tasks. It could be
shown experimentally that the choice of domain constellation has a significant influence on
brain segmentation performance. In the case of the Transformer encoder, an increase in
brain tissue segmentation performance of over 23% could be achieved by the choice of domain
as measured by the Dice score. This observation supports the hypothesis that Fourier-
transformed input data is more suitable than pixel data for attention-based networks, such
as the Transformer encoder. It was also found that the Transformer encoder and ResMLP
were able to achieve the best results in the k-space-to-pixel domain constellation. The
reason for this could be that segmentation masks in the pixel domain are easier to predict,
since they show an imbalance between high-frequency and low-frequency components in
the frequency representation. Furthermore, it could be shown that an additional positional
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encoding, as it is common for attention-based networks, is not necessary if the input is
in frequency representation. Hence, an observation already made by researchers for NLP
tasks was transferred to a computer vision task. Finally, the results were compared with
the nnU-Net, which acted as a baseline model. Even though the nnU-Net performed better
in both segmentation tasks, the ResMLP in particular achieved competitive performance
in the k-space-to-pixel domain. Taking into account that the models implemented here,
except of the PerceiverIO, are much less complex than the nnU-Net, impressive results were
obtained.

6.2 Limitations

Some aspects of this work limit the expressiveness and applicability of the results obtained.
For a better assessment of the thesis, these aspects will be explained in the following. To
start with, the hyperparameter space for training the DL models was limited to essential
parameters. The goal of hyperparameter training is to optimize the non-trainable parameters
of the model so that the best possible configuration and thus the best possible segmentation
result can be achieved for the respective model. With the help of a larger hyperparameter
space, it might be possible to achieve better results than those presented in this work.
Related to this is the fact that only the binary cross-entropy loss, cross-entropy loss and
mean squared error loss were considered as loss functions in this work. Other loss functions
such as Dice Loss or Focal Loss would also be worth considering.
It is also important to note that due to the use of k-space data, the choice of current
attention-based networks is limited. Many architectures are based on patching or hierarchies,
which are not compatible with the Fourier transform approach used. An adaptation of
the code used to obtain the results would be necessary to be able to use these models as
well. Furthermore, the approach used in this work cannot be directly translated into the
clinical setting. By using the real 2D FFT it was assumed that the input is Hermitian
symmetric. However, this assumption cannot be made for raw MRI k-space data. It should
also be noted that the brain tissue segmentations from the OASIS-1 dataset were not made
manually or manually corrected. This is only the FreeSurfer output, which may contain
mistakes. Nevertheless, these data are suitable for comparing models and approaches among
each other.
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6.3 Outlook

Attention-based networks will certainly play an increasingly important role in the future,
not only in medical image segmentation. With research regarding the usability of frequency
data for medical image segmentation, the process of segmentation may be getting closer
and closer to the MRI image reconstruction task. In the future, it may be possible for these
two tasks to intertwine. For example, an MRI scan could be undersampled to omit those
frequencies that do not contribute greatly to the segmentation task. An end-to-end DL
solution would also be imaginable, which would take care of reconstruction and segmentation.
Subsequent to this work, wavelet transforms could also be considered in addition to Fourier
transforms. These have the advantage of preserving spatial neighborhood relations and
dividing the input into frequency components. Furthermore, it is interesting to consider
how the segmentation results change when the masked input is required as model output
instead of a binary mask. This would have the advantage that a masked image or volume in
its Fourier transformation represents a more normalized output than a binary mask in the
frequency domain. In summary, this work provides a promising starting point for further
research.
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Appendix A

Hyperparameter configuration

The following two tables document the hyperparameter configurations that provided the
best segmentation results. Table A.1 shows the configuration of all models for the skull
stripping task and Table A.2 for the brain tissue segmentation task.
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Hyperparameters
Domain
Model Pixel Domain K-Space Domain K-Space-to-Pixel

Domain

MLP

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

ResMLP

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

PerceiverIO

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Transformer
encoder

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: BCE Loss
Step size: 300
Optimizer: Lamb

Table A.1: Hyperparameters used for the skull stripping task.
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Hyperparameters
Domain
Model Pixel Domain K-Space Domain K-Space-to-Pixel

Domain

MLP

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: Weighted CE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: Weighted
MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 3
Hidden factor: 1
Learning rate: 0.01
Loss: Weighted CE Loss
Step size: 300
Optimizer: Lamb

ResMLP

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 6
Hidden factor: 1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

PerceiverIO

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: Weighted
MSE Loss
Step size: 300
Optimizer: Lamb

Num latents: 512
Num latent
channels: 1024
Num cross
attention layers: 8
Num self-attention
layers per block: 6
Num self-attention
blocks: 8
Dropout: 0.1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

Transformer
encoder

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: MSE Loss
Step size: 300
Optimizer: Lamb

Hidden layer: 2
Hidden factor: 1
Learning rate: 0.01
Loss: CE Loss
Step size: 300
Optimizer: Lamb

Table A.2: Hyperparameters used for the brain tissue segmentation task.
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List of Abbreviations

AI Artificial Intelligence

CT computed tomography

CNN convolutional neural network

DL Deep Learning

FFT fast Fourier transform

iFFT inverse fast Fourier transform

LSTM long short-term memory

ML Machine Learning

MRI magnetic resonance imaging

MRF Markov random field

MSA multi-head self-attention

MLP multi-layer perceptron

NLP natural language processing

PET positron emission tomography

PET-CT positron emission tomography–computed tomography

PET-MRI positron emission tomography–magnetic resonance imaging
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RNN recurrent neural network

SPECT single-photon emission computed tomography
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